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A B S T R A C T

Carbon dioxide sequestration in deep saline aquifers is a means of reducing anthropogenic atmospheric

emissions of CO2. Among various mechanisms, CO2 can be trapped in saline aquifers by dissolution in the

formation water. Vaporization of water occurs along with the dissolution of CO2. Vaporization can cause

salt precipitation, which reduces porosity and impairs permeability of the reservoir in the vicinity of the

wellbore, and can lead to reduction in injectivity. The amount of salt precipitation and the region in

which it occurs may be important in CO2 storage operations if salt precipitation significantly reduces

injectivity. Here we develop an analytical model, as a simple and efficient tool to predict the amount of

salt precipitation over time and space. This model is particularly useful at high injection velocities, when

viscous forces dominate.

First, we develop a model which treats the vaporization of water and dissolution of CO2 in radial

geometry. Next, the model is used to predict salt precipitation. The combined model is then extended to

evaluate the effect of salt precipitation on permeability in terms of a time-dependent skin factor. Finally,

the analytical model is corroborated by application to a specific problem with an available numerical

solution, where a close agreement between the solutions is observed. We use the results to examine the

effect of assumptions and approximations made in the development of the analytical solution. For cases

studied, salt saturation was a few percent. The loss in injectivity depends on the degree of reduction of

formation permeability with increased salt saturation. For permeability-reduction models considered in

this work, the loss in injectivity was not severe. However, one limitation of the model is that it neglects

capillary and gravity forces, and these forces might increase salt precipitation at the bottom of formation

particularly when injection rate is low.

� 2009 Elsevier Ltd. All rights reserved.
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1. Introduction

As concern about the adverse consequences of anthropogenic
climate change has grown, so too has research into methods to
reduce the emissions of greenhouse gases. Carbon dioxide storage
could enable the continued use of fossil fuels with reduced CO2

emissions. Storage in deep aquifers is among the most promising
CO2 storage options. The characteristics of a preferred storage site
include: (i) high capacity to allow storage of large volumes of CO2,
(ii) high injectivity to allow injection at desired rates, and (iii)
containment to ensure limited leakage (if any). Injectivity is not
only a function of static reservoir properties (e.g., permeability and
pay thickness), but also can change with time. This paper studies
salt precipitation in the vicinity of the injection well, as one of the
time-dependent phenomena that could affect injectivity. In
particular, an analytical model is developed to estimate the radius
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of the dry-out zone – where salt precipitation occurs – and the
fraction of the pore volume that will be occupied by salt. Our model
is based on an extension of that developed by Orr (2007) for linear
two-component, two-phase displacement. We apply this model to
the problem of radial displacement of brine by CO2. Although flow
is not purely one-dimensional in actual field-scale, in the vicinity of
the wellbore – where salt precipitation occurs – viscous forces
dominate gravitational forces and flow may reasonably be
approximated as one-dimensional.

In the following paragraphs, the physical problem is
described. This is followed by development of a mathematical
model for radial CO2/brine binary displacement. Then, salt
precipitation is formulated for the region where vaporization
occurs in the binary system and is included in the model. Next,
the effect of salt precipitation on permeability is studied and
presented in terms of a time-dependent skin factor. Lastly, the
analytical model is applied to a specific problem with an
available numerical solution, enabling us to evaluate the effect
of assumptions and approximations made in the development of
the analytical solution.

mailto:mzeidoun@ucalgary.ca
http://www.sciencedirect.com/science/journal/17505836
http://dx.doi.org/10.1016/j.ijggc.2009.04.004


Nomenclature

A cross-sectional area (m2)

f fractional flow

G normalized global concentration (–)

h aquifer thickness (m)

H normalized molar rate (–)

k permeability (Darcy)

m number of moles (kmol)

q volumetric rate (m3/s)

r radius (m)

R spherical radius of close packed structure (m)

s salinity (mole fraction)

skin skin factor

S saturation

t time (s)

x distance (m)

z global mole fraction (fraction)

Greek letters

a definition given by Eqs. (A.22a) and (A.22b)

h similarity variable (m2/s)

m viscosity (Pa s)

r molar density (kmol/m3)

f porosity (fraction)

v mole fraction

Subscripts

a aqueous phase

dry dry-out region

D dimensionless

g gaseous phase

inj injection

r relative

t total

w well

0 initial

Superscripts

a downstream of the leading shock

b upstream of the leading shock

c downstream of the trailing shock

d upstream of the trailing shock
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2. Physical problem

Consider 1D CO2 injection in an infinitely large saline aquifer
through a well in the centre of the aquifer. The following is a
possible phase arrangement: deep in the reservoir, where brine has
not been in contact with injected CO2, only fresh brine exists
(region 1 in Fig. 1). In the region upstream of the fresh brine, the
brine contains the CO2 component. In this region, both aqueous
and gaseous phases are mobile and in equilibrium (region 2 in
Fig. 1). The gaseous phase saturation of this region is increasing
toward the injection well. Moving further upstream toward the
injection well, where the salinity level reaches that of halite-
saturated brine, solid salt precipitation begins. Thus a region of
three-phases (gaseous, aqueous, and solid) and three-components
(water, CO2, and salt) develops (region 3 in Fig. 1). In this region,
the concentration of components in each phase is independent of
total concentrations. The gaseous phase saturation increases
toward the injection well while the aqueous phase saturation
decreases. At a certain point, the aqueous phase flows slowly
enough that it can be fully vaporized by the injected CO2. This
allows a two-phases (solid and gaseous) and three-components
(water, CO2, and salt) region to develop (region 4 in Fig. 1). Further
upstream toward the injection well, the fresh injected CO2 can
transport the vaporized water outward. This allows development
of a two-phases (solid and gaseous) and two-components (CO2 and
salt) dry-out region (region 5 in Fig. 1) (Fuller et al., 2006; Prévost
et al., 2004).

3. Analytical model

Analytical modelling of the physical problem described above
could consider a ternary system with three-phases (aqueous,
gaseous, and solid) and three-components (CO2, water, and salt).
The problem of three-phase compositional flow has been studied
in several publications (LaForce and Johns, 2005; LaForce et al.,
2006). However, fully three-phase solutions are not simple to
construct. Fortunately, since the system studied in this work is a
limiting case of the more general ternary problem where one of the
phases is immobile (the solid salt), a simplified solution is
achievable. The physical problem is therefore approximated by a
binary system with two-phases (aqueous and gaseous) and two-
components (CO2 and brine). In departure with the previous
papers on the subject (Noh et al., 2007; Burton et al., 2008), we
account for volume change upon mixing. Then, the amount of salt
precipitation (solid phase saturation) is calculated separately
based on the amount of vaporization. We then check the validity of
this approximation by comparing the analytical results to the
numerical ones for a specific case. The model assumes homo-
geneity, no diffusion/dispersion, no capillary and/or gravity forces,
non-reactive rock, local phase equilibrium, and constant pressure
and temperature.

In the following, the analytical model for the binary system is
presented. The solution includes two shocks (discontinuities in
saturation or concentration) that divide the medium into three
regions. Far from the injection well – ahead of a leading shock – a
fresh brine region exists that is being displaced by the injected CO2.
Upstream of the leading shock, a region of two-phase flow exists
(an equilibrium region), in which an aqueous phase (brine and
dissolved CO2) and a gaseous phase (CO2 and vaporized water)
flow. A trailing evaporation shock separates the equilibrium region
from the dry-out region closest to the wellbore where salt has
precipitated. In this solution, the region arrangement reduces to
that shown in Fig. 2. The assumptions that lead to these three
regions are discussed later in this paper.

After analytical modelling of the binary system, the amount of
salt that precipitates behind the trailing shock is included in the
model. In the case of CO2 storage in aquifers, salts can also
precipitate through chemical reactions; however, the rock is
assumed to be non-reactive in this study.

3.1. Analytical model for the binary system

The solution presented in this section considers a binary system
composed of two-phases (aqueous and gaseous) and two-
components (CO2 and brine). The components transfer between
the displacing injected gas and displaced aquifer brine. Therefore,
the resulting aqueous phase includes brine with some dissolved
CO2. Similarly, the gaseous phase will contain CO2 and vaporized
brine. In reality, although the gaseous phase will contain CO2 and
vaporized water, brine is used here instead, so that the flow
problem is simplified to include only two-components. The
assumption here is that salt and water act together. With this



Fig. 1. Schematic of radial CO2/brine displacement and arrangement of different phases.

Fig. 2. Nomenclature and arrangement of phases for the analytical model presented in the paper.
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assumption, the problem becomes similar to the gas/liquid
displacement problem solved by many including Orr (2007). To
correct for this assumption, the properties of water are assigned to
brine in the gaseous phase. As mentioned earlier, once the flow
problem with two-phases and two-components is solved, salt
precipitation is added to the solution.

Appendix A gives the details of the solution. Starting with the
continuity equation and using the fractional flow concept, one can
obtain the following first-order nonlinear hyperbolic partial
differential equation:

@GCO2

@t
þ

qinj

phf
dHCO2

dGCO2

@GCO2

@r2
¼ 0 (1)

where r and t are the radial coordinate and time, respectively. GCO2

is total molar density (global concentration) of the CO2 component
normalized with respect to the molar density of injected fluid. H is
total molar rate of CO2 component normalized with respect to
molar injection rate. A similar equation can also be written for the
brine component. Eq. (1) is analogous to the Buckley–Leverett
equation describing 1D displacement of one immiscible-phase by
another (Eq. (2)) with a number of differences (Buckley and
Leverett, 1942):

@Sg

@t
þ

qinj

fA

d f g

dSg

@Sg

@x
¼ 0 (2)

The differences between Eqs. (1) and (2) include: (i) Eq. (1) is
developed for a radial geometry, while Eq. (2) is for a linear one; (ii)
Eq. (1) accounts for mass transfer and volume change upon mixing,
while Eq. (2) ignores both effects. The latter difference leads to
replacement of saturation (Sg) with normalized global concentra-
tion ðGCO2

Þ and fractional flow function (fg) with normalized total
molar rate ðHCO2

Þ. With the assumptions of no gravity nor capillary
forces, the gaseous phase fractional flow is obtained by:

f g ¼
1

1þ ðkra=krgÞðmg=maÞ
(3)

where kra and krg are the relative permeability of aqueous and
gaseous phases, respectively, and depend only on gaseous phase
saturation. ma and mg are the viscosity of aqueous and gaseous
phases, respectively. Aqueous phase fractional flow will be 1 � fg.



Fig. 3. Graphical method to determine the specifications (saturations and similarity

variables) of the trailing and leading shocks.
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The solution to Eq. (2) is given by (Buckley and Leverett, 1942):

x

t

� �
Sg

¼
qinj

fA

d f g

dSg

� �
Sg

(4)

As shown in Appendix A, the solution to Eq. (1) is analogous to
Eq. (4) and may be given by:

r2 � r2
w

t

� �
GCO2

¼
qinj

phf
dHCO2

dGCO2

� �
GCO2

(5a)

or

r2 � r2
w

t

� �
GCO2

¼
qinj

phf
qD

d f g

dSg

� �
GCO2

(5b)

where rw is the wellbore radius, qD = qt/qinj, and qt is the total local
flow rate, defined as the summation of aqueous and gaseous phase
flow rates. In the solution given by Eq. (5), where mass transfer occurs
between phases and there is volume change upon mixing, qt is not
equal to qinj, and varies between different regions. Eq. (5) gives the
wave velocity h ¼ ðr2 � r2

wÞ=t of any specific GCO2
. Therefore, each

gaseous phase saturation, Sg, travels at a constant velocity given by
Eq. (5), since there is a one-to-one relationship between GCO2

and Sg

(as shown in Appendix A by Eq. (A.8.2). Note that the problem has a
similarity property and the solution is expressed in terms of gaseous
phase saturation or CO2 overall mole fraction versus the similarity
variable (wave velocity). The solution given by direct use of Eq. (5) is
physically impossible because of multiple saturation values at a
single location. Ignoring the capillary pressure (and also the diffusion
process) give rise to this multi-valued solution. We recall that this
problemalsooccurs whensolvingtheconventionalBuckley–Leverett
equation (Eq. (2)). The inconsistency has been resolved by introdu-
cing a shock that connects the two different regions of the solution. In
the problem presented in this paper, three regions are formed. As
such, two shocks will be required to connect the regions: the trailing
shock and the leading shock. The trailing shock is the shock which
connects the two-phase gaseous/solid region to the two-phase
gaseous/aqueous region. The shock that connects the two-phase
gaseous/aqueous region to the single-phase aqueous region is called
the leading shock, as it is always ahead of the trailing shock.

In locating the shocks, we use the following as boundary and
initial conditions:

Sg ¼ 0 at t ¼ 0; r>0 ðaÞ
Sg ¼ 1 at t>0; r ¼ rw ðbÞ

�
(6)

3.2. Solution and its graphical representation

The solution of the problem is obtained by solving for: the
saturation downstream of the trailing shock ðSc

gÞ, the saturation
upstream of the leading shock ðSb

gÞ, and the dimensionless local flow
rate between the shocks (qD). The wave velocity of these saturations
and all saturations in between is obtained by Eq. (5). As shown in
Appendix A, Eqs. (7) and (8) can be solved simultaneously to obtain
Sc

g (the gas saturation downstream of the trailing shock), and qc
D (the

dimensionless local flow rate downstream of the trailing shock):

qc
D ¼

ad
BrineðGd

CO2
� Gc

CO2
Þ � ad

CO2
ðGd

Brine � Gc
BrineÞ

ac
BrineðGd

CO2
� Gc

CO2
Þ � ac

CO2
ðGd

Brine � Gc
BrineÞ

(7)

qc
D

d f g

dSg
¼

ad
CO2
� qc

Dac
CO2

Gd
CO2
� Gc

CO2

(8)

In the equations above, Gd
CO2

and Gd
Brine are known and Gc

CO2
and

Gc
Brine are functions of Sc

g only. Having obtained qc
D and Sc

g, we can
find the location of the shock based on Eq. (5).
The leading shock is located by simultaneous solution of Eqs. (9)
and (10) to obtain Sb

g (the gas saturation upstream of the leading
shock):

qa
D

qb
D

¼
ab

CO2
ðGa

Brine � Gb
BrineÞ � ab

BrineðGa
CO2
� Gb

CO2
Þ

aa
CO2
ðGa

Brine � Gb
BrineÞ � aa

BrineðGa
CO2
� Gb

CO2
Þ

(9)

qb
D

d f g

dSg
¼

qa
Daa

CO2
� qb

Dab
CO2

Ga
CO2
� Gb

CO2

(10)

Note that qb
D ¼ qc

D, since the flow velocity is constant in the two-
phase region (Dumore et al., 1984). qc

D is already obtained from the
solution for the trailing shock. Having obtained Sb

g, we can find the
location of the leading shock based on Eq. (5).

For the case of pure CO2 injection in an aquifer that initially
contains only brine (i.e., no dissolved CO2), the placement of the
shocks could be determined graphically. The method uses the
gaseous phase fractional flow versus the gaseous phase saturation
curve (fg–Sg curve) to obtain the saturation at the trailing and
leading shocks. The method is illustrated in Fig. 3. Gaseous phase
saturation downstream of the trailing shock can be found by
drawing a line from point J tangent on the fg–Sg curve. A tangent
line drawn from point I on the fg–Sg curve gives the gaseous phase
saturation upstream of the leading shock. Both points I and J are
located on a unit slope line drawn from the origin and can be
obtained by:

ðSI
g; f I

gÞ ¼
raDvCO2 ;a

raDvCO2 ;a � rgDvCO2 ;g
;

raDvCO2 ;a

raDvCO2 ;a � rgDvCO2 ;g

 !
(11)

ðSJ
g; f J

gÞ ¼
raDvBrine;a

raDvBrine;a � rgDvwater;g
;

raDvBrine;a

raDvBrine;a � rgDvwater;g

 !

(12)

To determine the similarity variable at the shock (based on Eq.
(5)), the local flow rate at the two-phase region ðqc

DÞ is required; it
is obtained by:

qc
D ¼
ðraDvCO2 ;a � rgDvCO2 ;gÞSc

g �DrDSc
g þvBrine;araD

ðraDvCO2 ;a � rgDvCO2 ;gÞ f c
g �DrD f c

g

þvBrine;araD þ raDrgDDvCO2
ðSc

g � f c
g Þ

(13)

where: DrD ¼ raD � rgD and DvCO2
¼ vCO2 ;a �vCO2;g.

For all the saturations between the trailing shock and leading
shock, the similarity variable could be obtained based on Eq. (5).
The details of the derivation of the above graphical method are
given in Appendix A. The application of this solution to problems of
CO2 injection into aquifers is given later on in this paper.
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In summary, the solution consists of three regions: a single-
phase gaseous region, a two-phase region of gaseous and aqueous
phases, and a region of brine at its initial condition. Capillary
pressure and gravity forces are ignored in this analytical work due
to the complexity added to the solution. In the presence of
capillary pressure and gravity forces and with a strong viscous
force (such as close to wellbore), development of a shock-like
solution has been shown in the literature (Bruining, 2001; Fayers
and Sheldon, 1959).

3.3. Salt precipitation in the dry-out zone

In this section, salt precipitation is modelled and included in the
radial CO2/brine displacement described above. Salt precipitation
may occur due to vaporization of brine into the gaseous phase
during CO2 injection. When CO2 comes in contact with brine, some
CO2 dissolves in the brine, and some water vaporizes into the
flowing gas phase, which then displaces brine. The amount of brine
that is displaced in the zone of two-phase flow is less than the total
movable brine saturation. Since the brine is being vaporized while
it is moving, the displaced brine saturation will be less than the
movable brine saturation. The higher the mobility of the brine, the
more brine is displaced and the less chance for vaporization. We
approximate the three-component (CO2, water, and salt) system
with a two-component (CO2 and brine) system to construct the
saturation profile. The analytical solution is found to be composed
of three regions that are connected by two shocks (trailing and
leading). The trailing shock velocity was found to be the same as
the velocity of the brine saturation downstream. Therefore, all the
saturations with velocities lower than the trailing shock velocity
will not appear in the solution. The brine will be fully vaporized
once it reaches the saturation downstream of the trailing shock.
The gaseous phase which enters the equilibrium region is
saturated by water.

Displacement of the fresh brine by the gaseous phase allows
propagation of the leading shock. The brine behind the leading
shock is already saturated by CO2. As such, there is no mass transfer
between the saturated aqueous phase behind the leading shock
and saturated gaseous phase ahead of the trailing shock. In other
words, in this model there is no salinity change in the equilibrium
region. Hence, all the solid salt precipitation will occur upstream of
the trailing shock as a result of vaporizing the saturated brine
downstream of the trailing shock (i.e., where Sc

a ¼ 1� Sc
g). This

region is known as the dry-out zone. Static material balance
calculations give the equation below for the solid salt saturation in
the dry-out region (See Appendix C for details):

Ssalt ¼
ravsalt;a

rsalt

ð1� Sc
gÞ (14)

Eq. (14) suggests that the precipitated salt saturation depends
on molar salt concentration in the aqueous phase (vsalt,a), aqueous
phase density (ra), solid salt density (rsalt), and the gas saturation
downstream of the trailing shock ðSc

gÞ. In practice vsalt,a may not be
available. However, it can be closely approximated based on the
brine salinity (See Appendix C for details):

vsalt;a ¼ sð1�vCO2 ;aÞ (15)

3.4. Porosity and permeability change

Due to salt precipitation, the porosity decreases based on
Eq. (16):

f ¼ f0ð1� SsaltÞ (16)

Salt may precipitate in the large pores or in the small pores, in
pore bodies or in pore throats. Depending on where the salt is
precipitated, it may or may not significantly affect the perme-
ability. Many models have been presented to relate permeability to
porosity (Nelson, 1994). In this study, we use a simple Kozeny–
Carman grain model based on spheres to calculate changes in
permeability due to changes in porosity (Bolton et al., 1999). In
essence, this equation will estimate the permeability of media
based on a grain size distribution. This equation is given by:

k ¼ R2
0

45

f3

ð1� fÞ2

 !
(17)

where R0 is the initial local spherical radius in close packed
structure.

Hence, the ratio of the permeability k to initial permeability k0

can be expressed as:

k

k0
¼ f

f0

� �3 1� f0

1� f

� �2

(18)

where f0 is the initial porosity. Combining Eqs. (16) and (18) gives:

k

k0
¼ ð1� SsaltÞ3

ð1þ ðf0=ð1� f0ÞÞSsaltÞ
2

(19)

Since the solid salt saturation in the dry-out zone is constant,
the permeability reduction in the dry-out zone is independent of
radius. However, with the expansion of the dry-out zone with time,
the permeability reduction affects an increasingly larger area of the
aquifer.

3.5. Skin factor

The change in permeability can be described by a skin factor
which may be included in injectivity calculations (Hawkins, 1956):

skin ¼
Z r

rw

k0

k
� 1

� �
dr

r
(20)

Combining Eqs. (19) and (20) gives:

skin ¼ ð1þ ðf0=ð1� f0ÞÞSsaltÞ
2

ð1� SsaltÞ3
� 1

 !
ln

rdryðtÞ
rw

� �
(21)

where rdry is the radius of the dry-out region which is time-
dependent. Therefore, Eq. (21) gives skin as a function of time.

4. Model verification

The analytical solution of this paper assumes homogeneity, no
diffusion/dispersion, no capillary nor gravity forces, non-reactive
rock, local phase equilibrium, and constant pressure and tem-
perature. Moreover, the analytical model approximates the ternary
system with a binary system in which salt precipitation only
occurs within the dry-out zone. The analytical model described
above is now applied to a reference case from the literature which
is solved numerically. The numerical results are based on a totally
different formulation that does not have these constraining
assumptions nor approximations. Therefore, comparison between
analytical and numerical results can help to investigate the
relevancy of our assumptions and approximations.

4.1. Reference case

The overall effect of salt precipitation on the permeability has
been experimentally examined by Muller et al. (2008). However,
the permeability change has not been spatially reported, so those
results cannot be compared to the analytical solution. Moreover,
the capillary effect may not have been minimised in the
experimental data, again making it difficult to compare to the



Table 1
Aquifer data.

Reference

case

Higher

salinity case

Brine salinity (mole fraction) 0.0516 0.0931

Aquifer temperature (8C) 45 35

Aquifer pressure (MPa) 12 7.5

Porosity, fraction 0.12 0.2

Injection rate (kg/s) 100 1

Aquifer thickness (m) 100 30

Viscosity of gaseous phase (cp) 0.0496 0.0412

Viscosity of aqueous phase (cp) 0.8260 1.3647

Connate water saturation (fraction) 0.3 0.1

Critical gaseous phase saturation (fraction) 0.05 0.0

Equilibrium mole fraction of CO2 in gaseous

phase, vCO2 ;g

0.9953 0.9980

Equilibrium mole fraction of CO2 in aqueous

phase, vCO2 ;a

0.0110 0.0065

CO2 mole fraction in injected gaseous phase, vCO2 ;g
1 1

Initial CO2 mole fraction in aquifer brine, vCO2 ;a
0 0

Initial brine density (kmol/m3) 54.8527 54.3784

Injected CO2 density (kmol/m3) 14.6126 8.4926

Equilibrium aqueous phase density (kmol/m3) 54.3046 54.0559

Equilibrium gaseous phase density (kmol/m3) 14.6846 8.5119

Solid salt molecular weight (kg/kmol) 58.43 58.43

Solid salt molar density (kmol/m3) 37.05 37.05

Well radius (m) 0 0.1
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analytical solution, where one of the assumptions is no capillary
force. The analytical model is instead applied to a problem with a
numerical solution: CO2 injection into a saline aquifer with
simplified flow geometry and aquifer properties. CO2 is injected
into a homogeneous, isotropic, infinite-acting aquifer at conditions
of 120 bar pressure, 45 8C temperature, and a salinity of 15 wt.%.
CO2 is injected at a constant rate of 100 kg/s in the aquifer centre
through a well which is completed over the entire aquifer
thickness of 100 m. The flow is assumed to be 1D radial and
gravity effects are neglected. This problem has been presented in
the Lawrence Berkeley National Laboratory inter-comparison
project (Pruess et al., 2002) as test Problem #3. Detailed
specifications for this problem are given in Table 1. The aqueous
and gaseous phase relative permeability curves are obtained based
on the models given in Table 2. The numerical results for this
problem are presented by Pruess and Spycher (2007), using a
TOUGH2 simulator with the ability to simulate the salt precipita-
tion. The PVT data used in the numerical work is based on the PVT
model presented by Spycher and Pruess (2005).

4.2. Analytical solution

In development of the analytical solution, the radial CO2/brine
model is used first to locate the trailing and leading shocks. We also
use this model to find the profiles of gaseous phase saturation and
CO2 mole fraction. The gaseous phase fractional flow versus
gaseous phase saturation (fg–Sg) is plotted first (Fig. 4). Points I and
J are obtained based on Eqs. (11) and (12). Tangent lines from these
points on the fractional flow curve give 0.198 and 0.489 for the
gaseous phase saturation upstream of the leading shock and
downstream of the trailing shock, respectively. The profiles of
gaseous phase saturation and global CO2 mole fraction are
illustrated in Figs. 5 and 6. Based on these figures, the radius of
Table 2
Relative permeability curves.

Aqueous: van Genuchten function (1980) kra ¼
ffiffiffiffiffi
S�
p
ð1� ð1� ½S��1=lÞ

l
Þ

2

where :

S� ¼ Sa�Swirr
1�Swirr

and l ¼ 0:457

Gaseous: Corey curve (1954) krg ¼ ð1� ŜÞ
2
ð1� Ŝ

2
Þ where : Ŝ ¼ Sa�Swirr

1�Swirr�Sgc
dry-out region will reach 60 m after 10 years of injection in this
case. At that time, the CO2 front will be at 2206 m from the injector.

Using the formulation presented in this paper, the solid salt
saturation is calculated to be 0.038 in the dry-out zone. For
thermodynamic calculations in the analytical solution, we have
used the PVT model of Hassanzadeh et al. (2008), which is in close
agreement with that of Spycher and Pruess (2005).

4.3. Comparison of the analytical model with the numerical results

Pruess and Spycher (2007) have shown that the numerical
results for the reference case follow a similarity solution, where the
solution remains invariant when plotted versus the similarity
variable r2/t (note that the numerical results are given for the line
source case; i.e., for rw ¼ 0). This is in agreement with the findings
of the analytical solution developed in this paper. The analytical
versus numerical results are shown in Figs. 7 and 8 with respect to
the similarity variable. The following differences are observed. The
simulation results exhibit fluctuating solid salt saturation in the
dry-out zone, which on average agree with the analytical solution.
Furthermore, the numerical model gives a somewhat slower
leading shock and a faster trailing shock. As the pressure varies in
the numerical simulation, the compositional properties change as
well. This therefore leads to subtle differences between the shock
locations and saturations of the numerical and analytical solutions.

Salt precipitation occurs behind the trailing shock (dry-out
zone) only. Based on Eq. (19), the permeability of the dry-out zone
reduces to 0.87 of its initial value due to salt precipitation.
Assuming a wellbore radius of 0.1 m, skin factor will be about 0.76
after the first year, increasing slowly to reach a value of about 1.0
after 25 years (Fig. 9).

If the analytical model is applied to the problem above with
halite-saturated brine (salinity of 30 wt.%), the solid salt saturation
can be as high as 0.086 in such a case. As a result, the permeability
reduces to 0.73 of its initial value due to salt precipitation.

4.4. Higher salinity case

The following example is presented based on the information
given by Hurter et al. (2008) for the CO2SINK project in Ketzin,
Germany in the Stuttgart formation.

CO2 is injected at a rate of 1 kg/s in an aquifer with 0.2 porosity,
200 mD permeability, and 30 m thickness. The aquifer is initially at
7.5 MPa pressure and 35 8C temperature. The formation brine is
highly saline (250,000 ppm), which we assume to be saturated.
Further information on this problem is given in Table 1.

Using Eq. (14), we obtain the solid salt saturation of 0.03 in the
dry-out zone. The result of applying the analytical model to this
case is shown in Fig. 10. The dry-out region radius after two years is
3.9 m based on the analytical solution, compared to 13 m given by
Hurter et al. (2008).

We can use Eq. (19) to calculate the change in permeability.
Fig. 11 shows the ratio of current to initial permeability versus
aquifer radius for different times. A region of 12 m radius will be
affected by salt precipitation after 20 years.

The permeability in the dry-out zone reduces to 0.89 of the
initial permeability. The change in permeability due to salt
precipitation can be illustrated by a time-dependent skin factor
based on Eq. (21). Fig. 12 shows the skin factor of the injection well
versus time for the first 25 years of injection. The skin factor
increases quickly over early years of injection and reaches 0.6.

5. Discussion

The analytical model presented here is based on the approx-
imation of the ternary system by a binary model. We also neglect



Fig. 4. Determination of specifications of the shocks for the base case.
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capillary and gravity forces in developing the model. Inclusion of
capillary pressure would cause counter-current imbibition of brine
into blocks with low brine saturation. This can be of significant
importance if injection rate is small, or when due to a combination
of gravity forces and/or heterogeneity, regions of low velocity
occur where capillary forces could play a significant role. This
capillary effect would move more brine into the region where dry-
out occurs. Thus, neglecting the capillary force in some situations
may significantly underestimate the local amount of salt
precipitation. The results presented in this paper indicated that
reduction in permeability due to salt precipitation can be relatively
small when capillary and gravity forces are neglected. However, if
solid salt perfectly plugs the pore throats, permeability reduction
may be more severe (Kleinitz et al., 2001).

Since completion of this work, Pruess and Muller (2009) and
Pruess (2009) have presented numerical and analytical studies of
salt precipitation. The numerical studies of Pruess and Muller
(2009) use gas–water relative permeability curves with a large
curvature leading to precipitation of up to 9.1% salt. When this is
combined with a permeability model that exhibits complete
plugging (zero permeability) at 10%, significant pressure drop close
Fig. 5. Analytical gaseous phase saturation profile (salt precipitation neglected).
to the wellbore is observed. In their 2D simulation studies, Pruess
and Muller (2009) show that in the presence of gravity, CO2

override could lead to regions of low velocity at the bottom of
formation. In such a region, where the viscous force is small, the
capillary force causes significant brine supply to the dry-out zone
with salt saturation as high as 20% observed in the numerical
results.

1D numerical results are not available to be compared with the
results of the analytical model for the higher salinity case
(Stuttgart formation). However, 2D numerical results for this
problem are given by Hurter et al. (2008). Values as high as 0.8 are
reported for the solid salt saturation using the numerical
simulation, compared to a maximum of 0.03 for the solid salt
saturation predicted by the 1D analytical model. This is a
significant difference between the 2D numerical and 1D analytical
results. One of the reasons for this difference could be related to the
combined effect of capillary and gravity forces as described above.
In situations where salt precipitation may be a concern, a preflush
treatment could displace the high salinity brine away from the
wellbore, alleviating the problems associated with potential
plugging in the near wellbore region (Pruess and Muller, 2009).
Fig. 6. Analytical global CO2 mole fraction profile (salt precipitation neglected).



Fig. 7. Analytical versus numerical results for solid salt saturation.

Fig. 8. Analytical versus numerical results for gaseous phase saturation.

Fig. 9. The skin factor of injection well over time for reference case assuming

rw ¼ 0:1 m.

Fig. 10. Analytical results for gaseous phase saturation of higher salinity case.

Fig. 11. Analytical results for permeability reduction of higher salinity case.

Fig. 12. The skin factor of injection well over time for higher salinity case.
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Wellbore injectivity is certainly not controlled by salt
precipitation alone. During CO2 injection in an aquifer, the more
viscous phase (formation water) is displaced by a less viscous
phase (CO2), so the reduction in injectivity due to salt precipitation
can be offset (at least partially) by increased mobility as a result of
the replacement of water by CO2 in the near wellbore region.
6. Summary and conclusions

Due to salt precipitation, as water evaporates into injected CO2,
porosity and permeability might be reduced in some CO2 injection
scenarios. An analytical model is developed to predict the amount
of salt precipitation and the region in which it occurs over time. The
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model assumes homogeneity, no diffusion/dispersion, no gravity
nor capillary forces, non-reactive rock, local phase equilibrium, and
constant pressure and temperature. In developing this model, Orr’s
formulation for two-component CO2/brine displacement is applied
to a radial coordinate system. Next, a model for salt precipitation is
developed and included in the radial two-phase model. In
derivation of the model, it is shown that it has a similarity
property; the solution depends on radial distance r and time t only
through the similarity variable h ¼ ðr2 � r2

wÞ=t. The similarity
variable h, known as wave velocity, is the local flow rate times the
fractional flow derivative. This definition of wave velocity gives a
physically impossible solution because we find that more than one
saturation will exist at a single location. The inconsistency is
resolved by the propagation of discontinuities known as shocks.
Approximation of the ternary system by a binary system gives rise
to the prediction that salt precipitation occurs in the region behind
the trailing shock (dry-out zone) only. Salt precipitation in the dry-
out zone occurs because of vaporization of the brine saturation
corresponding to downstream of the trailing shock. The model is
extended to evaluate the effect of salt precipitation on porosity and
permeability. It is also shown that the effect can be described in
terms of time-dependent skin factor.

The analytical model was applied to the Lawrence Berkeley
National Laboratory inter-comparison Problem #3 (Pruess et al.,
2002). The analytical results match the numerical results provided
by Pruess and Spycher (2007) using the TOUGH2 simulator as
indicated in Figs. 7 and 8. In such a case, the permeability may
reduce to 87% of its initial value.

For cases studied, salt saturation was a few percent. The loss in
injectivity depends on the degree of reduction of formation
permeability with increased salt saturation. For permeability-
reduction models considered in this work, the loss in injectivity
was not severe.
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Appendix A. Radial two-component CO2/brine displacement

In the following, a model for radial CO2/brine displacement is

developed. CO2 is injected in a well of radius rw, which is placed in the

centre of an infinite-acting brine aquifer. Starting with the continuity

equation and using the concept of fractional flow, Orr (2007)

developed a linear two-component gas/oil displacement model;

the model developed here is the radial two-component CO2/brine

displacement analog of Orr (2007).

The continuity equations in 1D radial flow for each of aqueous (=a)

and gaseous (=g) phases are:

� @ðraqaÞ
@r

¼ @
@t
ðAfraSaÞ (A.1)

�
@ðrgqgÞ

@r
¼ @

@t
ðAfrgSgÞ (A.2)

Summation of Eqs. (A.1) and (A.2) gives:

� @
@r
ðraqa þ rgqgÞ ¼

@
@t
ðAfraSa þ AfrgSgÞ (A.3)
For the CO2 component in each of the phases, we may write the
following considering no diffusion:

� @
@r
ðravCO2 ;aqa þ rgvCO2 ;gqgÞ

¼ @
@t
ðAfravCO2 ;aSa þ AfrgvCO2 ;gSgÞ (A.4)

Using the concept of fractional flow, where fa = qa/qt and fg = qg/qt,
we can write Eq. (A.4) as:

� @
@r
ðravCO2 ;a f aqt þ rgvCO2 ;g f gqtÞ

¼ @
@t
ðAfravCO2 ;aSa þ AfrgvCO2 ;gSgÞ (A.5)

Considering constant injection rate and porosity gives:

�
qinj

Af
@
@r
ðraDvCO2 ;a f aqD þ rgDvCO2 ;g f gqDÞ

¼ @
@t
ðraDvCO2 ;aSa þ rgDvCO2 ;gSgÞ (A.6)

where qD = qt/qinj and raD = ra/rinj and rgD = rg/rinj.

In this equation, the flow rates and the densities of liquid and gas

phases are made dimensionless, based on injected fluid values. qt is

the local flow rate, which is the summation of local liquid and gas flow

rates. Due to the volume change as components transfer between

phases, the local flow rate of each of the phases varies. Therefore, the

local flow rate is not constant. vCO2;a
and vCO2 ;g

are the equilibrium

mole fractions of CO2 component in the liquid and gas phases,

respectively. The mole fractions and densities are fixed, because the

pressure and temperature are taken as constant. Eq. (A.6) can be re-

written as:

�
qinj

Af
@HCO2

@r
¼ @GCO2

@t
(A.7)

where:

HCO2
¼ raDvCO2 ;a f aqD þ rgDvCO2 ;g f gqD (A.8.1)

GCO2
¼ raDvCO2 ;aSa þ rgDvCO2 ;gSg (A.8.2)

Replacement of the cross-sectional area A = 2prh gives:

�
qinj

phf
1

2r

@HCO2

@r
¼ @GCO2

@t
(A.9)

or:

@GCO2

@t
þ

qinj

phf
@HCO2

@r2
¼ 0 (A.10)

A similar equation can also be written for the brine component.

The above-noted assumption of constant pressure and temperature

leading to phase densities and component mole fractions being fixed

also leads to GCO2
being a function of saturation only. Dumore et al.

(1984) demonstrated that the local flow velocity is constant for

composition variations along a single tie-line in the two-phase region.

Therefore, HCO2
is a function of gaseous phase fractional flow (fg) only.

In turn, fg is a function of gaseous phase saturation (Sg) only. Thus,

HCO2
can be written in terms of GCO2

only. The chain rule can be used

to re-write Eq. (A.10) as:

@GCO2

@t
þ

qinj

phf
dHCO2

dGCO2

@GCO2

@r2
¼ 0 (A.11)
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From Eq. (A.11), we conclude:

dr2

dt

� �
GCO2

¼
qinj

phf
dHCO2

dGCO2

� �
GCO2

(A.12)

Integration of this equation gives:

r2 � r2
w

t
¼

qinj

phf
dHCO2

dGCO2

(A.13)

Next, we evaluate the term dHCO2
=dGCO2

to sketch the solution.

Differentiation of Eqs. (A.8.1) and (A.8.2) gives:

dHCO2

dGCO2

¼ qDðrgDvCO2 ;g � raDvCO2 ;aÞ
d f g

dGCO2

(A.14)

On the other hand:

d f g

dGCO2

¼
d f g

dSg

dSg

dGCO2

¼ 1

rgDvCO2 ;g � raDvCO2 ;a

d f g

dSg
(A.15)

Substitution of Eq. (A.15) into Eq. (A.14) gives:

dHCO2

dGCO2

¼ qD

d f g

dSg
(A.16)

Then we have:

r2 � r2
w

t

� �
GCO2

¼
qinj

phf
qD

d f g

dSg

� �
GCO2

(A.17)

The variable h ¼ ðr2 � r2
wÞ=t is the wave velocity or similarity

variable. In the definition of fractional flow, the gravity and capillary

forces are neglected, so the following is obtained for gaseous phase

fractional flow (Buckley and Leverett, 1942):

f g ¼
1

1þ ðkra=krgÞðmg=maÞ
(A.18)

where krl and krg are the relative permeabilities of aqueous and
gaseous phases, respectively, that depend only on phase satura-
tion. ml and mg are the viscosities of aqueous and gaseous phases,
respectively. Since GCO2

and fractional flow derivative are both
functions only of gaseous phase saturation, the solution will be
obtained in terms of gaseous phase saturation versus similarity
variable, h ¼ ðr2 � r2

wÞ=t. This solution can be converted to an
expression of overall mole fraction, using the equation below, also
versus the similarity variable:

zCO2
¼

rgDvCO2 ;gSg þ raDvCO2 ;aSa

rgDSg þ raDSa
(A.19)

However, Eq. (A.17) has more than one solution, so that at the

same location more than one saturation is obtained, a physical

impossibility. a physically impossible solution, because we find that

more than one saturation will exist at a single location. This dilemma

is resolved by the propagation of discontinuities known as shocks.

There are two shocks in this case. When both dissolution of CO2 in

brine and vaporization of brine into CO2 are considered, two single-

phase regions can be developed: a single-phase gaseous phase region

behind the trailing shock and a single-phase aqueous region ahead of

the leading shock. Each of these single-phase regions is connected to

the two-phase region by a shock.

In the following, the shock which connects the single-phase

gaseous phase region to the two-phase region is referred to as the

trailing shock. The shock that connects the two-phase region to the

single-phase aqueous region is called the leading shock, as it is always
ahead of the trailing shock. The approach below is used to locate the

shocks.

Consider the trailing shock from the injection (upstream)

composition, Gd
CO2

, to the downstream composition, Gc
CO2

, in the

two-phase region. The material balance equation on the trailing shock

gives:

Hd
CO2
� Hc

CO2

Gd
CO2
� Gc

CO2

¼
Hd

Brine � Hc
Brine

Gd
Brine � Gc

Brine

(A.20)

For convenience, and noting that qd
D ¼ 1 since the flow rate

upstream of the trailing shock equals the injection rate, we re-
write Eq. (A.20):

ad
CO2
� qc

Dac
CO2

Gd
CO2
� Gc

CO2

¼
ad

Brine � qc
Dac

Brine

Gd
Brine � Gc

Brine

(A.21)

where : HCO2
¼ qDaCO2

¼ qDðraDvCO2 ;að1� f gÞ þ rgDvCO2 ;g f gÞ (A.22a)

HBrine ¼ qDaBrine

¼ qDðraDvBrine;að1� f gÞ þ rgDvwater;g f gÞ (A.22b)

Solving for qc
D gives:

qc
D ¼

ad
BrineðGd

CO2
� Gc

CO2
Þ � ad

CO2
ðGd

Brine � Gc
BrineÞ

ac
BrineðGd

CO2
� Gc

CO2
Þ � ac

CO2
ðGd

Brine � Gc
BrineÞ

(A.23)

Gd
CO2

and Gd
Brine are known and Gc

CO2
and Gc

Brine are functions of Sc
g

only. Application of the entropy condition and velocity constraint
(Helfferich, 1982; Lax, 1957) shows that the trailing shock is a
semi-shock that satisfies:

qc
D

d f g

dSg
¼

ad
CO2
� qc

Dac
CO2

Gd
CO2
� Gc

CO2

(A.24)

Eqs. (A.23) and (A.24) can be solved simultaneously to obtain qc
D

and Sc
g.

The material balance equation on the leading shock gives:

Ha
CO2
� Hb

CO2

Ga
CO2
� Gb

CO2

¼
Ha

Brine � Hb
Brine

Ga
Brine � Gb

Brine

(A.25)

Using Eqs. (A.22a) and (A.22b), this equation becomes:

qa
Daa

CO2
� qb

Dab
CO2

Ga
CO2
� Gb

CO2

¼
qa

Daa
Brine � qb

Dab
Brine

Ga
Brine � Gb

Brine

(A.26)

Then:

qa
D

qb
D

¼
ab

CO2
ðGa

Brine � Gb
BrineÞ � ab

BrineðGa
CO2
� Gb

CO2
Þ

aa
CO2
ðGa

Brine � Gb
BrineÞ � aa

BrineðGa
CO2
� Gb

CO2
Þ

(A.27)

Note that qb
D ¼ qc

D, since the flow velocity is constant in the two-

phase region (qc
D is already obtained from the solution for the trailing

shock). We need one more equation to evaluate qa
D. This equation is

given based on the semi-shock equation:

qb
D

d f g

dSg
¼

qa
Daa

CO2
� qb

Dab
CO2

Ga
CO2
� Gb

CO2

(A.28)

Eqs. (A.27) and (A.28) can be solved simultaneously to obtain qa
D

and Sb
g.

It should be noted that the absolute permeability of the reservoir

has no effect on the positions of the shocks and therefore on the
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advancement of CO2 in the reservoir. Absolute permeability only

affects the injectivity.

The above formulation in placement of the trailing shock can be

obtained graphically: a tangent line from point d on the HCO2
� GCO2

curve gives the trailing shock specifications, whilst a tangent line

from point a on the HCO2
� GCO2

curve gives the leading shock

specifications. For the case of pure CO2 injection in a saline aquifer

that initially contains brine only, we can write:

ðGd
CO2

;Hd
CO2
Þ ¼ ð1;1Þ and ðGa

CO2
;Ha

CO2
Þ ¼ ð0;0Þ (A.29)

This result means that the trailing and leading shocks can be

obtained by drawing tangent lines from the origin and point (1, 1) on

the HCO2
� GCO2

curve, respectively. The slope of the tangent line gives

the similarity variable and the tangent point gives the saturation/

concentration at the shock. However, as the HCO2
� GCO2

curve is not

pre-determined (it depends on the compositional properties and local

flow rate), the above graphical method is impractical. In the following,

this graphical method is relaxed to enable placement of the shocks

based on the fg–Sg curve.

For the above case of pure CO2 injection in a saline aquifer that

initially contains brine only, we can also write:

ad
CO2
¼ 1; Gd

CO2
¼ 1; ad

Brine ¼ 0; Gd
Brine ¼ 0; aa

CO2
¼ 0; Ga

CO2

¼ 0; aa
Brine ¼ rBrine=rCO2

; Ga
Brine ¼ rBrinerCO2

(A.30)

Combining Eqs. (A.24) and (A.21) using the above expressions

gives the following at the trailing shock:

d f g

dSg

����
c

¼
ac

Brine

Gc
Brine

(A.31)

That gives:

d f g

dSg

����
c

¼
ðrgDvBrine;g � raDvBrine;aÞ f c

g þ raDvBrine;a

ðrgDvBrine;g � raDvBrine;aÞSc
g þ raDvBrine;a

¼
f c
g � ðraDvBrine;a=ðraDvBrine;a � rgDvBrine;gÞÞ

Sc
g � ðraDvBrine;a=ðraDvBrine;a � rgDvBrine;gÞÞ

(A.32)

or:

d f g

dSg

����
c

¼
f c
g � f J

g

Sc
g � SJ

g

where : ðSJ
g; f J

gÞ

¼ raDvBrine;a

raDvBrine;a � rgDvBrine;g
;

raDvBrine;a

raDvBrine;a � rgDvBrine;g

 !

(A.33)

In other words, the trailing shock saturation can be obtained by

drawing a tangent line from point J on the fg–Sg curve. The obtained

saturation can be used along with Eq. (A.21) to determine qc
D. This will

lead to the following:

qc
D ¼
ðraDvCO2 ;a � rgDvCO2 ;gÞSc

g �DrDSc
g þvBrine;araD

ðraDvCO2 ;a � rgDvCO2 ;gÞ f c
g �DrD f c

g

þvBrine;araD þ raDrgDDvCO2
ðSc

g � f c
g Þ

(A.34)

where: DrD ¼ raD � rgD and DvCO2
¼ vCO2 ;a

�vCO2 ;g
.

Then, the similarity variable of the trailing shock will be obtained

by Eq. (A.17). It should be noted that point J on fg–Sg graph

corresponds to point ðGCO2
;HCO2

Þ ¼ ð1;1Þ on the HCO2
� GCO2

graph.

Likewise, point I could be determined on the fg–Sg graph that

correspond to ðGCO2
;HCO2

Þ ¼ ð0;0Þ on the HCO2
� GCO2

graph to be

used to obtain the saturation of the leading shock. For this purpose,
Eq. (A.26) is simplified to the following based on Eq. (A.28):

d f g

dSg

����
b

¼
ab

CO2

Gb
CO2

(A.35)

That can be re-written as:

d f g

dSg

����
b

¼
f b
g � f I

g

Sb
g � SI

g

where : ðSI
g; f I

gÞ

¼ raDvCO2 ;a

raDvCO2 ;a � rgDvCO2 ;g
;

raDvCO2 ;a

raDvCO2 ;a � rgDvCO2 ;g

 !
(A.36)

This means that a tangent line drawn from point I on the fg–Sg

curve gives the saturation upstream of the leading shock ðSb
gÞ.

Again, the similarity variable of this shock will be given based on

Eq. (A.17).

It can be shown that, if the volume change upon mixing is

neglected, points I and J given above will be reduced to the

formulation given by Noh et al. (2007).

Appendix B. Procedure for obtaining the solution profile

(1) Plot gaseous phase fractional flow versus gaseous phase
saturation (fg–Sg) curve using Eq. (3). For this purpose, gaseous
and aqueous phases viscosities are required, which are
obtained using the PVT model at the aquifer conditions.

(2) Obtain the coordinate of point I based on Eq. (11). Draw a
tangent line from this point on the fg–Sg curve. The
tangent point is the saturation upstream of the leading
shock.

(3) Obtain the coordinate of point J based on Eq. (12). The tangent
point obtained by drawing a tangent line from this point on the
fg–Sg curve gives the saturation downstream of the trailing
shock.

(4) Obtain the local flow rate in the equilibrium region ðqc
DÞ using

Eq. (13).
(5) Obtain the similarity variable at the shocks and the saturations

in between using Eq. (5).
(6) Obtain the solid salt saturation for the dry-out region using

Eq. (14).

Appendix C. Salt precipitation in the dry-out zone

In the following, we develop an equation to calculate the

saturation of solid salt in the dry-out zone. From the saturation of

gaseous and aqueous phases we can write:

ðmwater;a þmsalt þmCO2 ;aÞ=ra

ðmCO2 ;g þmwater;gÞ=rg

¼
1� Sc

g

Sc
g

(C.1)

The molar salt concentration in the aqueous phase is:

msalt

mwater;a þmsalt þmCO2 ;a
¼ vsalt;a (C.2)

The mole fraction of CO2 in aqueous and gaseous phases gives:

mCO2 ;a

mwater;a þmCO2 ;a þmsalt
¼ vCO2 ;a (C.3)

mCO2 ;g

mwater;g þmCO2 ;g
¼ vCO2 ;g (C.4)
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The solid salt saturation is defined as:

Ssalt ¼
msalt=rsalt

V
¼ msalt=rsalt

ðmCO2 ;g þmwater;gÞ=rgSc
g

(C.5)

Combining the above equations and solving for solid salt saturation
(Ssalt) gives:

Ssalt ¼
ravsalt;a

rsalt

ð1� Sc
gÞ (C.6)

Note that in practice the salinity is given which is defined as:

msalt

mwater;g þmwater;a þmsalt
¼ s (C.7)

Combining Eq. (C.7) with Eqs. (C.1)–(C.5), one can calculate the salt
concentration in the aqueous phase based on the salinity:

vsalt;a ¼ s 1�vCO2 ;a þ
vwater;gSc

grg

ð1� Sc
gÞra

 !
(C.8)

The latter term in the bracket above can be neglected due to small
values of vaporized water in the gaseous phase, therefore:

vsalt;a ¼ sð1�vCO2 ;aÞ (C.9)
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